Dear Editor,

A recent study in the present journal presented some methodological recommendations for sample size in research involving confirmatory factor analysis (1); these latent variable models (not directly measurable) are in line with the structural equation method (SEM) used beyond instrument validation to address more complex research questions and to test models with multiple latent and observable variables in a single investigation (2).

A meta-analysis of 74 articles found that about 80 % of investigations are based on insufficient sample sizes (3). Therefore, it is essential to present a method for estimating sample size in SEM models by analyzing statistical power, effect size, probability level, number of latent variables, and observed variables to evaluate multiple clinical hypotheses (4).

We considered the minimum statistical power criterion value of 0.80 or greater magnitude with a probability level α (0.05) applied to any research design employing a probability or nonprobability sampling technique in SEM study data collection (2). The sample calculation was performed using an online calculator (4), where a minimum sample size accessible to any health sciences professional or researcher can be obtained. As an example, the study by Trujillo-Hernández et al. (5) presented a structural model for a measure of self-efficacy of eating behavior in 467 Mexican adolescents, which has 16 observable variables and four latent variables; with an anticipated effect size of 0.30 (recommended for instrumental SEM research), a desired probability of 0.05 and a statistical power level of 0.95, the minimum recommended size is 207 participants. Such finding indicates that the previous study included a suitable sample according to the complexity of the SEM model. This favors the selection of the best SEM model considering the a priori sample power analysis that provides greater confidence in the clinical conclusions as a first step to take into account in the identification of the most acceptable structure of the models evaluated, given the estimation of the evidence of the reported parameters (6).

Soper’s online calculator (4) also allows determining the minimum sample in multiple regression models and Student’s t-statistics. It is also useful for network analyses because of statistical similarity to SEM models (7), with an anticipated effect size adjustment of 0.10 as minimum value of moderate magnitude in partial correlation networks (partial r ≥ 0.10) that are identified as one-dimensional models where all variables in the network are associated.

The Bayes factor (BF) makes it possible to specify a minimum sample with definitive evidence (BF > 10) of the significant effect beyond the significance values and the various statistical analyses by converting the effect magnitudes (8-10). The minimum effect of interest or the clinically important effect according to previous quantitative systematic studies can also be set as a cut-off point, which is favorable for clinical decision making according to the estimation of the weight of evidence of clinical results (10).
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